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Abstract. The relevance is the wide use of aluminum containers in the food industry.
The high quality of products is reached by keeping clear technological standards and
using materials of the highest class in the manufacture of aluminum containers for long-
term and safe storage of food products. Water-based paints and varnish are used for
production, which helps to avoid the negative influence of the printing and varnishing
process on the environment.

A neural network (also called an artificial neural network) is an adaptive system that
learns by using interconnected nodes or neurons in a layered structure that resembles a
human brain. A neural network can learn from data—so it can be trained to recognize
patterns, classify data, and forecast future events. A neural network breaks down the input
into layers of abstraction. It can be trained using many examples to recognize patterns in
speech or images, for example, just as the human brain does. Its behavior is defined by the
way its individual elements are connected and by the strength, or weights, of those
connections. These weights are automatically adjusted during training according to a
specified learning rule until the artificial neural network performs the desired task
correctly. Neural networks are especially suitable for modeling non-linear relationships,
and they are typically used to perform pattern recognition and classify objects or signals
in speech, vision, and control systems. [2] In our case is control system of the temperature
in the drying oven.

Key words: neural network; adaptive system, control system, intelligent control
system

The purpose is order to minimize energy costs and maintain quality of product by
creating an automated system of comprehensive evaluation of parameters of technological
process based on artificial intelligence.

The novelty of this research is the implementation of a neural network, which allows

to obtain better quality of work and products and get an economic effect from its
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implementation. The theoretical basis of the research is the fundamental provisions of the
theory of decision-making and the theory of automatic control.

Basic methods of research are the following: mathematical statistics, methods of
neural network modeling and forecasting, methods of simulation and mathematical
modeling. Methods of expert evaluation are used in building a tree of properties of a
complex object of assessment and forming a complex system of indicators.

Practical application. Implementation of the results of research into the practice of
building evaluation subsystems in decision support systems may improve product quality
and reduce time spent on evaluating technological process indicators in the drying oven.
This model of the drying oven of printing machine allows conducting research on control
systems without the risk of significant economic losses.

DESCRIPTION OF THE OVEN

The external Pin Oven is a "direct fired" convective hot air, continuous baking oven,
which utilizes 2 adjoining heating zones and a cooling section.

Each heating zone is designed to give a "cycle time" of 5.5 seconds at the design
production speed of 1900 CPM. Zone 1 and 2 (Fig. 1) will provide sufficient "pre-
evacuation" of the water and solvents in the coatings to leave a continuous film on the can.

The cooler allows for the temperature of the can to be reduced to manageable levels.

ZONE1 ZONE 2 COOLER

Figurel. Technological scheme of Pin Oven

24



"Enepzemuxa i asmomamuxa’, N5 2022 p.

Air Distribution. The air distribution system in the 2 zone heating section, is
powered by 2 direct driven re-circulation centrifugal fans, which distribute the air first into
a collection pressure chamber and then through a series of diffuser plates to the discharge
nozzles and is then passed over the product/cans in the oven workspace. the air passes
through a diffuser plate and is returned to the combustion chamber via the air return area
within the oven.

The "discharge nozzles" provide sufficient kinetic energy to provide a heat transfer
rate to the product (cans) that will provide sufficient energy/heat to the external coatings
on the can to provide a thermo-set cure of the water borne coatings.

Heating Equipment. Each oven zone is heated fully automatic burner. Each burner
includes a spark ignited burner, self-checking flame signal amplifier unit - flame rod,
solenoid shut-off valves, combustion air blower with filter, motorized gas control valve
and gas shut-off cock.

The burners will provide sufficient heat to each of the zones to provide an accurate
temperature profile in line with process requirements.

Oven Exhaust System. A single backward blade centrifugal exhaust fan is
incorporated to remove the products of combustion and volatile vapors from each of the
oven heating zones. The exhaust air is controlled by individual manually adjustable
dampers located within an internal plenum in each zone. The total exhaust air is controlled
by manually adjustable dampers for Zone 1 and Zone 2 located outside of the oven along
with Variable speed control of the fan motors.

Cooling System. The cooling zone provides a minimum of 1.5 seconds cooling time
and incorporates two centrifugal blower fans (intake/outlet). The fans are designed and
adjusted to provide a negative pressure at the inlet and outlet of the section.

The internal ductwork is constructed similarly to the main oven ductwork utilizing
high velocity vertical air nozzles to deliver cool air to the product/cans. The High velocity
nozzles also provide better and more rapid cooling then typical designed coolers.

The supply and exhaust fans for the cooler are controlled with manually adjustable
external dampers together with direct driven Variable speed control of the fan motors pre-

set at the commissioning stage.
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The mathematical model. During creating a mathematical model, heat losses from
the surface of the drying oven to the environment are assumed negligible compared to the
heat flows passing from the coolant to the product. The most important control parameter
Is the air temperature in the drying oven.

In order to obtain a mathematical model, the diagram of heat flows is draw up (Fig2):
Qt

Qgg Qns

Qhl

Figure2. Scheme of heat flows in the furnace
where @, — heat which comes with the product, @;,; — heat of the product after drying, Q,,.
— heat loss to the environment, @, — the heat in the drying chamber, @4, — heat from

burning gas.

The heat balance equations are compiled:

Qk = Vk X ppov X Cpov X tkr (1)
Qns = Fk X K X (tk_tzou}: (2)
Qr = G X C¢ X &y, (3)
Qni = Gpy X Cpy X tyy, (4)
_ ((Vgaz+Vpov ) Xpag*cag
Qgg = ( 3600 ) X lgg X Uy ()

where V,,— chamber volume 24,64 m®; Ppoy — air density 0.865 kg/m?; Cpop — Neat capacity
of air 1030 J; F,, — camera area 8,33 m*; K— coefficient of heat transfer of mineral wool
from which insulation is made 0.045 W/m°C; t,— temperature in the oven 200 °C; t,,,,—
outside temperature 23 °C; G,, — consumption of wet material 0.09 kg/s; C.— heat capacity
of wet material (paint, varnish)2350 J; t, — temperature of the wet material 23 °C; G;; —
consumption of dry material 0.09 kg/s; C;,; — heat capacity of aluminum containers 880 J;
tn; — temperature of the aluminum container 160 °C.

The heat balance equation for the drying oven is compiled:
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dtk (I‘:;;az + ‘I";Jou) X pdg X Cdg
kappouxcpoux dt :( 3600 XGgg Xt +
+Gt X (Ct X tzoun. - ChI X tk) - Fk X K X (tk_tzoun.) (6)
The time constant of the object in terms of temperature is determined from the
equation:
T = Vk 'p'CaI
a-F (7)

where V, — volume of the chamber of the drying oven, m®, p — air density, kg/m?, Ca — heat
capacity of aluminum containers, « — heat transfer coefficient, W/m ?, F — camera area m.

The delay time is calculated as the time of passage of fuel from the regulating body to
the chamber of the drying oven:

Vv
T, = ;;;EI—
v, (8)
where V; — pipe volume, m?, Vq — volume consumption of fuel, m°/s.
-
(g
i
I 854
[ o0 | % FJ__' 2016

=t i
o j_L A D .0
H ) F F

24.64 -

Vkam

0.865 >

pRoy

1030 >

Cpov

Figure 3. Scheme of the simulation model of the drying oven chamber in
Simulink MATLAB
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The Simulink software package is used for building the acceleration characteristics of
the control object. Figure 3 illustrate the scheme of the simulation model of the chamber of
the drying oven.

Figure 4 illustrates the acceleration characteristics of the industrial object.

T T L

| |
0 500 1000 1500

Figure4. Acceleration characteristic of the control object in Simulink

The results and discussion. The identification of dynamic objects using neural
networks was considered on the example of a control object described by a first-order link
with a delay [1]:

o Ips
kpe™ "0

T,5+1

Wo(s) = ! (9)

where K - object transfer coefficient; Ty - time constant of the object; 1o - time delay.

0.02-¢25%

Wo(s) = 375s5+1

(10)

The dynamic single-layer linear neural network was used to identify a dynamic
object. The integral quadratic criterion was used as a criterion for comparing models with
each other and for evaluating their adequacy to the object. There is a question of choosing
the discreteness rate (discretization step) of neural networks, because the dynamic object is
continuous, and the neural networks that will reproduce it are discrete.

Formation of the training sequences. In order to study the influence of the
discretization step on the quality of the dynamic neural network model of the object, a

neural network was created with a discreteness cycle of 5 s. The discretization rate of the
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neural network should correspond to the discretization step of the training sequences.

MATLAB Simulink software was chosen for forming the training data set (Fig.5)

out.P

h 4

out.T

Y

ﬁh¢ | 02 W0
3755+ 1 \/

Figure 5. Scheme for formation of training sequences

Identification using a dynamic single-layer forward-propagation linear neural
network. The NNTool GUI interface was used to creating and training a linear single-
layer neural network, which is "called" as a result of executing the command of the same

name in the command window of the MATLAB system:
>> nntool;
Linear layer (train) was chosen as type of neural network and set the following
parameters:
e input ranges,
e number of neurons,
e input delay vector,

e learning rate [3].

Create Network or Data - x
Network Data
Name

network1

Network Properties

Network Type: Linear layer (train) 2

Input data: P 2
Target data: T 2
Input delay vector: [0 20 40 60 80 WODﬂ
Learning rate: 0.001

3 view ¥ Restore Defaults

@ Help ¢ Create @ Close

Figure 6. Creating a neural network using the nntool command
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4\ Neural MNetwork/Data Manager (nntoal) - X
& Input Data: W Networks *il Output Data:
P network1
Q Target Data: & Error Data:
T
) Input Delay States: ) Layer Delay States:
% Import.. ] Open... ) Export... & Delete @ Help D Close

Figure 7. The window Data Manager

Layer

Input(t) Output(t)

Figure 8. The structure of the radial basis neural network: P - input vector;
W({1}- matrices of weights of the first layer; b{1}- shift of the first layer; T - the

1 Network: network1 - ] X ’Q‘]‘ Network: network1 O e
Vi Train Simulate Adapt Reinitialize Weights View/Edit Weight = : = PEETRrS - - B -
few imulatelfAdaptifRemitializeWeioies AView/EdEWEIG I View Train Simulate Adapt Reinitialize Weights View/Edit Weights
Training Info Training Parameters L Training P 1
raining Parameters

Training Data Training Results jl[alninglinfg ¢
Inputs P ~| || Outputs network_outputs showWindow true
Targets T ¥ Erors network1_errors showCommandLine false
Init Input Delay State! (zeros) R Final Input Delay Stat network1_inputState show 25
Init Layer Delay State| (zeros) Final Layer Delay Statnetwork1_layerState:

epochs 1000

time Inf

goal 0

min_grad 1e-06

max_fail 6

') Train Network ") Train Network

Figure 9. Training Info tab and Training Parameters tab
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4\ Neural Network Training (nntraintool) - x

Neural Network
Input(t)

1

Algorithms

Training: Batch Weight/Bias Rule (trainb)
Performance: Mean Squared Error (mse
Calculations: MATLAB

Progress
Epoch: 0 1000 iterations 1000
Time: 0:01:26
Performance: 0.00783 866e-05 | 0.00
Gradient: NaN NalN 1.00e-06
Plots
| Performance | (plotperform)

Training State plottrainstate)

Plot Interval: . 1 epochs

w Maximum epoch reached.

@ Stop Training @ Cance

Figure 10. Testing of neural network and analysis of identification accuracy

Figure 11 illustrates the graph of the error change depending on the number of
training cycles performed.
This graph is built automatically when the train function is executed.

4 Neural Network Training Performance (plotperform), Epoch 1000, Maxim... — O X

File Edit View Insert Tools Desktop Window Help N

Best Training Performance is 8.6622e-05 at epoch 866
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)
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105 & . . \ \ \ . . . \ ,
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Figure 11. Graph of the error change

At first, object identification was considered by using a dynamic single-layer linear
neural network of direct propagation.
The trained neural network was exported to the MATLAB workspace and formed

their S-models using the gensim function (net, TS). As the created neural networks are
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discrete, the value of the TS parameter was set for forming the S-model to be equal to the
discreteness tact of the network. Figure 12 illustrates the scheme for testing the dynamic

neural network models.

| 02 JN . -
W "l 3755+ 1 V ‘ 4:'—; D
uZ

L, L [ 0.3582]
! 0.3582

Input NNET  Oulp

%

Figure 12. The scheme for testing the dynamic neural network models

Figure 13 illustrates the results of the object identification using the neural network.

4. Scope?

File Tools View Simulation Help
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Figure 13. Results of dynamic object identification using a dynamic single-layer
linear neural network with a discrete time of 5 s and a depth of the delay line of 100
cycles

Conclusions and prospects for further research. Neural networks increase the
accuracy of the decision and reduce its subjectivity, speed up decision-making processes.
They make it possible to reach better quality of work and products, get an economic effect
from their implementation, provide an opportunity to learn independently and

automatically based on samples. A neural network can be a great addition to an
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automation system, as it is an effective tool for processing large databases. The model of
the drying oven of printing machine allows conducting research on control systems

without the risk of significant economic losses.
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IHTEJIEKTYAJIBHA CUCTEMA KEPYBAHHS ITPOLIECOM CYIIITHHA
AJIOMIHIEBOI TAPH
O. Kucnsak, A. /Iyonux

AHoTauiA. /Jopeunum € wupoxe GUKOPUCMAHHA ANIOMIHIEGOI mapu 68 Xap4osiu
npomucnogocmi. Bucoka aKkicmb NpoOYKYIi  00cA2A€EMbCsE  OOMPUMAHHAM — YIMKUX
MEXHON02IYHUX CMAHOAPMI6 [ BUKOPUCMAHHAM Mamepianié HAUsUW02o0 Kiacy npu
BUCOMOBNEHHI AIOMIHIEGOI mapu O Mpueanozo i Oe3neuHo2o 30epicaHHs Xapuoeux
npooykmis. J{nsa supoOHUYymea suKOpucmo8yomoscs gapou ma 1axku Ha 600HIl OCHOBI, WO
00380J1€ YHUKHYMU He2amueHo20 8Naugy npoyecy OpyKy ma JIAKy8aHHs HA HABKOIUUIHE
cepedosuuye.

Heiiponna mepeoca (makodxxc Ha3eana WMmMy4HON HEUPOHHOW Mepedxcero) — ye
aoanmueHa cucmema, SIKA HABYAEMbCS 3a OONOMO20H B3AEMONO8 A3AHUX BY37i8 abo
HeUupoHnie y Oazamowaposiii. cmpykmypi, wo Ha2adye a00Ccbkuti mo30Kk. Heiiponna
mepedica Modce HABYAMUCS HA OAHUX, MOMY il MOJCHA HABYUMU DPO3NIZHABANU
3aKOHOMIpHOCHI, Klacug)ikysamu Oaui ma npocHozyeamu maubymui nodii. Heiiponua
Mepeoica po3busae 6xioni Oawi na pisui abemparyii. Ii Modcna Haguumu na 6a2amvox
NPUKIA0ax posnisHasamu wadioHu 8 MOSi YU 300PaAN*CeHHAX, HANPUKIA0, maKk camo, 5K ye
pobums modcekutl Mo3ok. Ii nosedinka uzHauaemvcs cnocoboM 3 €OHAHHA OKDEMUX
eleMenmia i cuno abo 8a2oro yux 36 a3Kie. Li sazu agmomamuyro pecyaromoscs nio yac
HABYaHMs 8ION0GIOHO 00 3A0AH020 NPAGUILA HABYAHHS, NOKU WMYYHA HEeUPOHHA Mepedlca
He BUKOHAE nompibne 3a80anHs npasuivho. Hetipouni mepesci ocobauso nioxoosmo 0
MOO€N08AHHA HENIHIUHUX 38 'A3Ki6, | 860HU 3A36UYAl BUKOPUCTOBYIOMbCA OISl BUKOHAHHS
PpO3ni3Hasants 06paszie i Kiacugikayii 06’ exmie abo cueHaiie y cucmemax MOGIeHHs, 30pY
ma Kepyeamus. Y Hauiomy 6unaoky ye cucmema KOHMPOIIO MemMnepamypu 8 CyUUIbHIl
wagi.

Kuro4oBi cioBa: neiiponna mepesica; adanmuena cucmema, CUCmema Kepyeannsi,
IHmMeNeKmyanbHa Cucmema KepyeanHs
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