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ЗГЛАДЖУВАННЯ НЕПОВНИХ РЯДІВ ДАНИХ СТАНЦІЙ ЕКОЛОГІЧНОГО 

МОНІТОРИНГУ З ВИКОРИСТАННЯМ ПРОГНОЗНИХ МОДЕЛЕЙ 

 
Анотація. У статті розглядається проблема неповних рядів даних при аналізі даних станцій екологічного 

моніторингу, її вплив на достовірність отриманих результатів та прогностичну придатність вхідних даних, а 

також методи згладжування даних, що дозволяють мінімізувати негативний вплив пропусків даних. 

Відсутність даних в ряді може проявлятись на практиці як хибні нульові значення, які можуть призводити до 

суттєвих відхилень, а також як відсутні дані, що в деяких випадках приховують тенденції зміни динаміки ряду. 

При цьому, аналітик може не знати про присутність пустих або нульових значень, що, в результаті, призводить 

до хибних висновків або прогнозів. Методи згладжування за допомогою простої ковзної середньої та 

екстраполяції дозволяють підвищити якість вхідних даних, та, як результат, підвищити прогностичну якість 

отриманих прогнозних моделей. Використання локальних прогнозів для заповнення пропущених значень дозволяє 

отримати найбільш точні результати замість відсутніх даних, і, як результат, підвищити прогностичну 

якість розроблюваних прогнозних моделей. Точність результатів отриманих замість відсутніх даних 

перевіряється розрахунком основних статистичних показників ряду з пустими значеннями та повного ряду. 

Розрахунок параметрів моделей прогнозування для заповнення пустих інтервалів може здійснюватись на основі 

попередніх даних або тенденції всього ряду. Отримані в даному дослідженні результати можуть бути 

використані у подальшому для заповнення неповних рядів при аналізі даних станцій екологічного моніторингу 

або інших рядів даних, що використовуються для прогнозування або аналітичних розрахунків.  

Ключові слова: екологічний моніторинг, ряд даних, динаміка ряду даних, пропуски даних, прогноз, 

прогнозні моделі. 
 

Вступ. У процесі аналізу екологічного стану шляхом отримання даних від станцій 

моніторингу надійність отриманих результатів напряму залежить від точності початкових 

даних, які отримані від датчиків та збережені у сховище даних[8]. При цьому, в сучасних 

умовах може виникати проблема нерівномірних інтервалів дослідження або відсутності 

частини спостережень, що може бути пов’язано з негативним впливом наступних факторів[6]: 

- відсутність електропостачання у екологічній станції; 

- відсутність зв’язку з екологічною станцією через проблеми зі зв’язком; 

- некоректна робота апаратного або програмного забезпечення після відключень 

електроенергії; 

- інші фактори, що спричиняють збої у роботі екологічної станції (DDOS-атаки, 

проблеми у провайдера та ін..); 

- цілеспрямоване приховування або знищення даних третіми особами.  

В результаті, підсумкові дані за досить тривалі періоди можуть бути відсутні, як 

показано на рис. 1. Ряд даних показника якості повітря, представлений на Рис. 1, у період з 

12.00 10.01.2023 до 12.00 12.01.2023 є неповним. З 6.00 до 12.00  11.01.2023 дані відсутні. В 

таких умовах отримання достовірних та повних рядів даних від станції екологічного 

моніторингу ускладнюється. При цьому, неможливо заздалегідь спрогнозувати періоди, коли 

отримані дані будуть неповними або не коректними. Тобто, дізнатися про те, що отримані дані 
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не можуть бути використані для отримання достовірних результатів аналізу, як правило, 

можна лише у процесі аналізу[8]. 

 

 
 

Рисунок 1 –  Індекс якості повітря [18]  

 

Аналіз останніх досліджень і публікацій. На сьогоднішній день питання екологічного 

моніторингу як необхідної складової частини та інформаційної бази для захисту 

навколишнього середовища є особливо актуальним, та висвічується в багатьох зарубіжних та 

вітчизняних джерелах [3,12,14,19]. 

В умовах постійно зростаючої кількості станцій екологічного моніторингу та інших 

пристроїв, що дозволяють отримувати дані про окремі показники стану навколишнього 

середовища зростає актуальність проблеми зберігання, обробки та аналізу накопиченої 

інформації для її подальшого використання [4,7,11].  

Серед сучасних вітчизняних робіт у галузі екологічного моніторингу слід відзначити 

розробку інформаційно-аналітичної системи оцінювання стану атмосферного повітря [1,2].  

Сучасні методи інтелектуального аналізу дозволяють досить ефективно вирішувати 

задачі інтерпретації необроблених даних за умови їх точності та достовірності [4,5]. Таким 

чином, першочергове питання, якому слід приділяти достатньо уваги при екологічному 

моніторингу – саме отримання достовірних та точних вхідних даних, які можуть бути 

спотворені через ряд об’єктивних чи суб’єктивних чинників.  

Метою дослідження є застосування методів згладжування для заповнення неповних 

рядів при аналізі даних станцій екологічного моніторингу або інших рядів даних, що 

використовуються для прогнозування або аналітичних розрахунків. 

Матеріали і методи дослідження. На практиці найбільш негативний вплив неповних 

рядів даних проявляється у використанні недостовірних даних для аналізу без усвідомлення 

їх придатності до аналізу, що може призводити до більш негативних наслідків. Тобто, 

аналітики або особа що приймає рішення отримує готові результати та не усвідомлює, що вони 

побудовані на частково хибних даних[10].  

Необхідність заповнення пропусків у ряді даних підтверджується тим, що інтервали без 

значень можуть бути сприйняті як нульові значення, або ж не будуть враховані у загальній 

тенденції ряду. В деяких випадках відрізнити реальні нульові значення від пропущених 

спостережень досить складно. Так, наприклад, температура повітря може приймати нульове 

значення, яке може бути переплутане з пустим значенням. 

Відновлення пропусків у часових рядах може вирішуватись за допомогою наступних 

груп методів: 

- прості статистичні методи (екстраполяція, ковзна середня), 

- ітеративне прогнозування, 

- комбіновані схеми прогнозування. 
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Перевагою простих статистичних методів їх простота в реалізації, що особливо зручно 

при автоматизованій обробці вхідних даних[12].  

Результати дослідження та їх обговорення. Для того щоб більш детально 

проаналізувати можливі наслідки використання неповних або некоректних рядів даних без їх 

обробки або адаптації розглянемо наступний приклад (рис. 2). Використовуємо один і той 

самий ряд даних показника PM1 – дрібнодисперсні частки у повітрі, діаметром менше 1 мкм 

(мікрону) у трьох можливих варіантах спостереження – без пропусків, з пропусками, та з 

хибними значеннями замість пропусків. Хибні значення в даному прикладі це нульові 

значення.  

 

 
Рисунок 2 – Початковий ряд даних показника PM1 (дрібнодисперсні частки у повітрі, 

діаметром менше 1 мікрону): Ряд 1 – без пропусків, Ряд 2 – з пропусками, Ряд 3 – з хибними 

значеннями замість пропусків (16) 

 

У першому випадку (ряд 1) ми отримуємо повний ряд даних, і на його основі можемо 

побудувати прогноз на майбутній період, визначити основні статистичні характеристики ряду. 

В другому випадку (ряд 2) проаналізуємо аналогічний ряд, у якому будуть відсутні дані за 

певні періоди, тобто зімітуємо неповний ряд даних. У третьому випадку (ряд 3) замість 

відсутніх даних будемо використовувати некоректні дані – нулі. Для того щоб визначити, 

наскільки суттєво повнота ряду впливає на отримані результати, аналогічно до повного ряду 

визначимо його основні статистичні характеристики – середнє значення, дисперсію та 

середньоквадратичне відхилення (табл. 1).  

 

Таблиця 1 – Основні статистичні характеристики досліджуваного часового ряду 

Характеристика Ряд 1 Ряд 2 Ряд 3 

Середнє 10,59493 10,59324 8,474591 

Дисперсія 0,048268 0,043738 17,98966 

Стандартне 

відхилення 
0,219701 0,209135 4,241422 
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Series1 11 11 10 11 11 11 11 11 11 10 11 11 11 11 11 10 11 10 11 11
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Як видно з результатів, представлених у табл. 1, найбільш суттєво на отримані 

результати впливає використання для подальшого аналізу чи прогнозування використання 

некоректних даних. Врахування нульових значень призводить до збільшення дисперсії та 

стандартного відхилення у декілька разів, що, в результаті, робить побудування прогнозних 

моделей нераціональним через великі довірчі інтервали або низьку точність прогнозу. При 

цьому, врахування нульових значень залежить від абсолютних характеристик ряду даних.  

Відсутність даних за певні періоди також негативно впливає на точність отриманих 

результатів. У випадках, коли у пропущених інтервалах відбувались суттєві зміни тенденції 

ряду даних, це не буде помічено та враховано при побудуванні прогнозних моделей або 

розрахунку аналітичних показників[13]. 

Для оцінки впливу врахування нульових та пропущених інтервалів на результати 

прогнозу використаємо лінійну та поліноміальну модель. Для побудування прогнозу на основі 

обраних моделей використаємо MS Excel (рис. 3).  

 

 

 

 
Рисунок 3 – Прогнозування на основі поліноміальної та лінійної моделі для повного ряду 

даних, ряду з порожніми значеннями, та ряду з нульовими значеннями 

 

Як видно з рис. 3, використання необроблених вхідних даних для аналізу чи 

прогнозування може призводити до отримання результатів з низькою достовірністю або 

прогностичною придатністю.  
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Для того щоб заповнити дані за певні періоди спочатку використаємо метод ковзної 

середньої, тобто використаємо середнє значення за найближчі періоди для періоду 

згладжування m:  
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Також відсутні дані можна замінити методом екстраполяції існуючих: 
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Розглянемо використання методу простої ковзної середньої для заповнення відсутніх 

елементів ряду даних (рис. 4). 

 

 
Рисунок 4 – Використання простої ковзної середньої для заповнення відсутніх даних 

часового ряду (період згладжування m=3, m=5) та екстраполяції 

 

Як видно з результатів розрахунку основних статистичних характеристик 

досліджуваного часового ряду (Х), ряду отриманого методом згладжування (m=3, m=5) та 

методом екстраполяції (EXTR), наведених у табл. 2, навіть прості методи згладжування дають 

більш достовірні результати у порівнянні з екстраполяцією. Тим не менш, методи 

згладжування хоча й можуть бути достатньо ефективно використані з метою усунення 

пропусків або некоректних нульових значень, однак не дозволяють врахувати наявність 

тенденції у часовому ряді і можливість її прояву саме у пропущеному інтервалі. 

 

Таблиця 2. – Основні статистичні характеристики досліджуваного часового ряду (Х) та 

ряду отриманого методом згладжування (m=3, m=5) та методом екстраполяції (EXTR) 

Характеристика X m=3 m=5 EXTR 

Середнє 10,59493 10,60622 10,60185 10,63172 

Дисперсія 0,048268 0,036987 0,038935 0,042445 

Стандартне 

відхилення 
0,219701 0,19232 0,197319 0,206021 
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З метою врахування тенденції часового ряду при заповненні ряду використаємо 

прогнозування (3), реверсивне прогнозування (4) для локальних інтервалів на основі лінійної 

та поліноміальної моделі: 
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Для лінійної моделі, використаємо наступні параметри (рис. 5): 
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Рисунок 5 – Використання локального прогнозування для заповнення відсутніх даних 

часового ряду (лінійна та поліноміальна модель) 

  

Середнє, дисперсія та стандартне відхилення часового й інтерпольованого методом 

локального прогнозування рядів наведені в табл. 3. 
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Таблиця 3 – Основні статистичні характеристики досліджуваного часового ряду (Х) та 

ряду отриманого шляхом заповнення порожніх значень методом локального прогнозування 

для заповнення відсутніх даних часового ряду (лінійна та поліноміальна модель) 

Характеристики X 
Лінійна 

модель 

Поліноміальна 

модель 

Середнє 10,59298848 10,59940492 10,59298848 

Дисперсія 0,034990411 0,035142256 0,034990411 

Стандартне 

відхилення 
0,18705724 0,18746268 0,18705724 

  

Для побудування реверсивного прогнозу виконаємо транспонування початкового ряду 

даних та розрахуємо параметри моделей, що проілюстровано на рис. 6. 

 

 
Рисунок 6 – Розрахунок параметрів лінійної та поліноміальної моделі для реверсивного 

прогнозування 

 

Таким чином, для лінійної моделі, використаємо наступні параметри: 

 

0

1

10,488

0,0102

a

a

=

=
. 

 

Для поліноміальної моделі, відповідно: 

 

0

1

2

10,412

0,031

0,001

a

a

a

=

=

= −

. 

y = 0.0102x + 10.488
R² = 0.0712

y = -0.001x2 + 0.031x + 10.412
R² = 0.0892

9.8

10

10.2

10.4

10.6

10.8

11

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

P
M

1
, м

к
г/

м
3

Період, t



  Hustera O., Nikolaienko D. 
   

 28 Information Technologies in Economics and Environmental Sciences No. 1 (2024) 

 

Графіки часового ряду і прогнозних рядів за лінійної та поліноміальною моделями з 

використанням локального реверсивного прогнозування для заповнення відсутніх даних 

часового ряду наведено на рис. 7.  

 

 
Рисунок 7 – Використання локального реверсивного прогнозування для заповнення відсутніх 

даних часового ряду (лінійна та поліноміальна модель)  

 

В табл. 4 наведені статистичні характеристики часових рядів, в тому числі, отриманих за 

рахунок реалізації лінійної та поліноміальної моделей. 
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можливе використання комбінованого методу. Тобто, для частини порожніх значень 

використовується прогнозування на основі попередніх значень, а там де це є необхідним – на 

основі послідуючих значень, тобто реверсивне прогнозування.   

Висновки. Використані у дослідженні методи згладжування за допомогою простої 

ковзної середньої та екстраполяції дозволяють підвищити якість вхідних даних, та, як 

результат, підвищити прогностичну якість отриманих прогнозних моделей. В той же час, 

застосування локальних прогнозів для заповнення пропущених значень дозволяє отримати 

найбільш точні результати замість відсутніх даних, і, як результат, підвищити прогностичну 

якість розроблюваних прогнозних моделей. Точність результатів отриманих замість відсутніх 

даних перевіряється розрахунком основних статистичних показників ряду з пустими 

значеннями та повного ряду. Розрахунок параметрів моделей прогнозування для заповнення 

пустих інтервалів може здійснюватись на основі попередніх даних або тенденції всього ряду.  

Отримані в даному дослідженні результати можуть бути використані у подальшому для 

заповнення неповних рядів при аналізі даних станцій екологічного моніторингу або інших 

рядів даних, що використовуються для прогнозування або аналітичних розрахунків. Вибір 

моделі прогнозування або аналітичного методу, за допомогою яких здійснюється 

згладжування та заповнення порожніх значень даних може залежати від загальної тенденції 

часового ряду. 
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SMOOTHING INCOMPLETE DATA SERIES OF ENVIRONMENTAL MONITORING 

STATIONS USING PREDICTIVE MODELS 
Abstract. The article examines the problem of incomplete data series in the analysis of data from environmental 

monitoring stations, its impact on the reliability of the obtained results and the prognostic suitability of input data, as 

well as data smoothing methods that allow minimizing the negative impact of data gaps. The absence of data in the series 

can manifest itself in practice as false zero values that can lead to significant deviations, as well as missing data, which 

in some cases hides trends in the dynamics of the series. At the same time, the analyst may not be aware of the presence 

of empty or null values, which, as a result, leads to false conclusions or predictions. Smoothing methods using a simple 

moving average and extrapolation allow to improve the quality of input data, and, as a result, to improve the predictive 

quality of the obtained predictive models. Using local forecasts to fill in missing values allows you to get the most accurate 

results instead of missing data and, as a result, improve the predictive quality of the developed forecast models. The 

accuracy of the results obtained instead of missing data is checked by calculating the main statistical indicators of the 

series with empty values and the complete series. Calculation of the parameters of forecasting models to fill the empty 

intervals can be based on previous data or the trend of the entire series. The results obtained in this study can be used in 

the future to fill incomplete series in the analysis of data from environmental monitoring stations or other series of data 

used for forecasting or analytical calculations. 
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