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Abstract. The main indicator used for reliability
research is hardware systems of technical control of
parameters of technical condition of self-propelled
sprayers, which means the probability that a self-propelled
sprayer will be operational at any time, except for planned
periods during which the use of self-propelled sprayers is
not expected. Derivation of analytical expression for
hardware systems of technical control of parameters of
technical condition of self-propelled sprayers is a rather
time-consuming operation. The complexity increases with
the complication of the graph, ie in an effort to take into
account more technical conditions, factors that affect the
process of technical control of self-propelled sprayers.
Therefore, it is advisable to solve the problem of such a
plan using a simulation model. Using the stateflow
modeling tool of the MatLab software package, a model
has been developed that allows modeling discrete-event
models. Model of self-propelled sprayers among Stateflow
for estimating the coefficient of readiness during technical
control of programs. The results of simulation modeling
are the values of hardware complexes of technical control
of parameters of technical condition of self-propelled
sprayers in various technical control programs, which
allows to draw conclusions about the influence of technical
control program of self-propelled sprayers on the readiness
factor. It is quite justified in cases when the technical
control differs only in the place of measurement of the
parameter of technical condition, and the means of
measurement are the same. The author found that the
hardware systems of technical control of the parameters of
the technical condition of self-propelled sprayers are
sensitive to errors of the second kind in this case. Ways of
further research are found in the study of other programs of
technical control of self-propelled sprayers, in which the
readiness factor is sensitive to the probability of errors of
the first kind.
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Introduction

The analysis of existing instrumental and software
systems for determining the operational characteristics of

technical objects of self-propelled sprayers was carried out
[1].

The methods of mathematical modeling of the states
of the technical object of self-propelled sprayers are
analyzed [2].

The advantages of using an acoustic signal coming
from the investigated technical object of self-propelled
sprayers in order to identify the operational state are
determined [3].

The methods of filtering, spectral and wavelet
analysis and artificial intelligence algorithms that allow
automatic processing of audio signals are analyzed [4].

Formulation of problem

The analysis of existing complexes of vibro-acoustic
analysis of technical objects of self-propelled sprayers was
carried out [5]. The advantages and disadvantages of these
software systems are revealed [6].

Known software package Discriminant, designed to
analyze the state of the mechanisms of the cyclic type [7].
The complex implements a set of methods for analyzing
the results of vibroacoustic measurements:

- the method of S-discriminants, which implements a
multiband analysis of vibration signals clipped in
amplitude and is used for early detection of changes in the
vibration signal under study [8];

- methods of spectral analysis for the study of the
spectral characteristics of the vibration signal [9];

- methods of statistical analysis [10].

One of the main features of the software package is
the implementation of wide possibilities for post-
processing the results of the calculations [11]. The software
package allows you to identify trends in vibration signal
changes [12], formulate hypotheses linking these changes
with the technical condition of the equipment [13], and test
these hypotheses using the results of several alternative
analysis methods [14]. Thus, the software package solves
not only monitoring tasks [15], but also identifies
individual problems of diagnosing the control object [16].
For example, sharp changes in the value of the S-
discriminant in any of the frequency bands indicate the
occurrence of technical problems in the operation of the
test object [17]. Using the result of the analysis of the
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frequency distribution of the vibration signal [18] and the
dependence of this distribution on the operating time, it is
possible to test various hypotheses that explain the increase
in the values of S-discriminants [19].

The complex does not implement
diagnostics.

automatic

Analysis of recent research results

Known software-tool complex for diagnosing the
technical condition of Watson [20]. This complex ensures
the collection, storage and processing of measurement
information coming from sensors when conducting
research on the service characteristics of engineering
products [21]. With the help of this complex it is possible
to produce: vibration monitoring; diagnostics; sorting and
comparative evaluation of the quality characteristics of
engineering products; identify the causes of deviations in
performance characteristics from the specified ones and
carry out their refinement, which makes it possible to
reduce the volume and terms of tests created and studied
samples of complex technical systems [22]. The
disadvantage of this complex is the lack of automatic
diagnostics of components and assemblies [23].

A known system of vibroacoustic monitoring of the
technical condition of reciprocating machines [24].
Functionality of this complex: determination of vibration
velocity and vibration displacement signals; analysis of the
spectral characteristics of the signal; analysis of the
spectral composition of the signal envelope; correlation
analysis; determination of damping properties of structural
elements; time-frequency signal analysis and detection
[25]. The software package implements a new method for
linking frequency-time representations of signals to the
phase of machine operation, which is used in the synthesis
and calculation of a frequency-time quadratic detector for
monitoring the technical condition of the object under
study, which does not require additional hardware [26].
The operator completely determines the set and sequence
of actions performed on the signals, choosing the
fragments of the signal that are of interest to him and
setting the transformation function [27].

The disadvantage of this complex is the need for
complete control of the analysis process by a person [9].
The inability to diagnose technical objects of non-
reciprocating action [2].

The analysis of existing complexes showed the need
to create a software and hardware complex that can
automatically determine the state of a technical object, be
able to clean diagnostic signals from noise, and also adapt
to diagnosing a wide range of technical objects [17].

Works are devoted to the study of methods of
mathematical modeling of the states of technical objects.
There are several types of models that can be used to
describe the properties of some given signal [11]. These
types of models can be divided into a class of deterministic
and a class of stochastic models. Deterministic models use
some known specific properties of the signal. For example,
the signal may look like a sinusoid, or it may be represented
as a sum of exponentials [3]. In such cases, determining the
signal model is not a difficult task, since for this it is only
necessary to estimate the values of its parameters, such as

amplitude, frequency, phase, exponent, etc. The second
class of models are stochastic models that describe the
stochastic properties of the signal [14]. These models
include Gaussian processes, Markov processes, hidden
Markov processes, Bayesian networks, neural networks,
etc. These stochastic models are based on the assumption
that the signal can be described by some parametric
random process and that the parameters of this process can
be estimated with a sufficient degree of accuracy [7].

The state of the technical system is determined using
a set of parameters or features. The studied parameters are
characterized by physical quantities that have a continuous
distribution of feature values [2].

The set of parameters x,,, characterizing the state of
the technical object, forms a set of parameters [24]:

X ={x, %5, ..., %} 1)

The observed real state of the object corresponds to
the actual values of the parameters, due to which, as a
result, each instance of the object corresponds to a set of
parameters [9].

For research, the range of possible values of the
measured parameter is divided into intervals, and the main
thing is the presence of the parameter in this interval. The
result of a quantitative study can be represented as a feature
that takes several possible states [19].

In general, the sign of k,, is the result of observation,
which can be expressed in one of the digits. We are
interested in systems in which states are characterized by a
set of features [1].

A sign that has one possible state (n = 1) is single-
digit. It does not carry any practical value, and is not
considered in the problem of determining the state of an
object [25].

The statement of the recognition problem in the
probabilistic approach is as follows:

- there is a system that is in one of n random states D,.
The possible states of the system (D; diagnoses) are
assumed to be known a priori [14];

- a set of parameters X is known, each of which
characterizes the state of the system with a certain
probability [2];

- it is required to build a decision rule, with the help
of which the result of the inspection of a technical object is
determined [9];

- it is desirable to assess the reliability of the decision
and the degree of risk of an erroneous decision [21].

In the deterministic approach, the recognition
problem can be conveniently formulated as follows:

- if the system is characterized by a multidimensional
vector, then any state of this system is a point in the n-
dimensional space of parameters (features) [8];

- it is assumed that each possible diagnosis D;
corresponds to some area of the considered feature space
[4];

- it is required to find a decision rule, according to
which the presented (implemented in the object under
study) vector X will be assigned to a certain area of
diagnoses [22].

Thus, in the deterministic approach, the problem of
recognition is reduced to the distribution of the feature
space into areas of diagnoses [18].

The areas of diagnoses in the deterministic approach
are usually considered non-overlapping, i.e. the probability
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of one diagnosis is equal to one, and the probability of
others is zero. Similarly, it is assumed that each feature
either occurs in a given diagnasis or is absent.

Purpose of research

Purpose of research is description of the analytical
position of the evaluation of hardware complexes for
technical control of the technical condition of self-
propelled sprayers.

Research results

Probabilistic recognition methods are more general,
but require a much larger amount of preliminary
information. However, the results obtained using these
methods are more accurate. In the case of building systems
for monitoring phenomena, the probabilistic approach is
the most promising.

Tire noise is a continuous, non-stationary signal
distorted by interference and reverberation of vehicle
components and assemblies, aerodynamic noise.

Therefore, it is relevant to develop a mathematical
model for determining the state of tires by analyzing the
sound signal. The signal model can be used to create a
system that will optimally remove noise and these
distortions. Second, the signal model is important because
it provides information about the source of the signal (the
operating state of the bus that generated the signal). Not
having direct access to the bus. This property is especially
important, since the cost of diagnosing a tire is very high.
With a good signal model, you can simulate the source and
study it with the degree of accuracy that such simulations
provide. And finally, the most significant reason for the use
of signal models is that in practice they often provide
exceptionally good results, enabling the effective
implementation of important practical systems of
prediction, recognition, and identification.

With a non-contact method for determining the state
of the tire during operation, noise is always present in the
recorded signals, so the first stage of signal processing
should be associated with the removal of noise.

To obtain a clean signal that excludes noise, various
filtering methods are used. Direct Filtration Method:

s+n - Filter » §
where s — signal, n — noise, $ — cleaned signal.

Usually, direct filtering is used as methods for
obtaining a clean signal. In this case, two approaches are
usually used for direct filtering.

In the case when the structure of the signal and noise
is known, fixed filters are usually used that pass the
frequencies containing the signal and block the frequencies
corresponding to the noise.

To clean the signals of technical objects, which in
most cases are non-linear, non-stationary, from ambient
noise, adaptive filtering is used. Filtering does not require
any prior information about signal and noise properties.

The adaptive filter automatically adjusts to the noise
impulse response to minimize the error. The criterion for
assessing the quality of filtration is the mean square error.

/
Adaptive Noise Removal

input

Signal R CEE LR LR L R TR TR "
source  Main i s+n lf\ i S .
éntrance " —

| Pa . :

slgﬁirf:i i Adaptive i

1 H M

Auxiliary ! flter Mistake i

i e

Fig. 1. Scheme of the adaptive filter

As shown in fig. 1 adaptive filter has two inputs: main
and auxiliary. The signal under study s + n is fed to the
main input.

A noise signal n is applied to the auxiliary input. This
noise signal is not correlated with the main signal, but has
a relationship with the noise component n. The noise n,
passing through the adaptive filter, is converted to 7 in
order to approximate the noise contained in the signal n.
This noise is subtracted, and the signal S is obtained at the
filter output.

The goal of the output noise filtering system is to
obtain the signal § = s + n — A, which will be the best
approximation to the signal s, in connection with which the
calculated result at the output again passes through the
adaptive filter, where the least squares method minimizes
the discrepancy between the result and reference signal s.

Let us represent s, ny, 7 and y as statistically
stationary, and having arithmetic means equal to zero. The
signal s is uncorrelated with n, and 7, but 1 is correlated
with ng, then:
S=s+n-1-82=s>+(n—n)?—-2s(n—1). (2)

Hence the signal energy at the output E[SZ] is equal
to:

E[$?| =E[s*] +E[(n—A)?*] —2-E[s- (n—7)] =

E[s?’] + E[(n — 7)?] ©)

The signal energy E[s?] will not be distorted if the

filter is set to minimize E[$2]:
minE[8?%] = E[s?] + minE[(n — 7)?]. (4)

Herefore, if the filter is set to minimize the energy of
the output signal E[$2], then the energy of the noise
component of the signal E[(n — 7)?2] will also be minimal.

Since the output signal remains stationary, the
expression is true:

(s=8)=m-n). (5)

This corresponds to the condition that § is the best
approximation to s by the method of least squares.

Consider the filtering algorithm. Let the input discrete
random signal s(x) be processed by a non-recursive
discrete filter of N order, the coefficients of which are
represented by the vector (wg,wy,...,w, )T. Then the
output of the filter is:

$(0) =uT(x) - w, (6)
where u(x) = [s(x),s(x — 1), ...,s(x — N)]” the content
vector of the filter delay line per step. In addition, there is
an exemplary signal d (x).

The error during reproduction of this signal will be
equal to:

e(x) =d(x) —8(x) =d(x) —u"(x) -w. (7)
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It is necessary to choose such coefficients w that
would minimize the expression (7). Thus, the optimization
problem is reduced to the following expression:

Jw) = min[e?(x)]. ®)

The square of the error is:

e?(x) = [d(x) —u"(x) -w]* = d*(x) —2-d(x) -

ul () -w+wh-ulx) ul(x) w. 9)

Averaging this expression statistically we get:

Jw)=e?(x) =d?(x) —2-d(x) - uT(x)-w+

wT - u(x) - uT(x) W, (10)

where d2(x) = o2 — mean square of the reference signal,

d(x)-uT(x) = kT — the transposed vector k of the

correlation between the reference signal sample and the
contents of the filter delay line.

u(x) -uT(x) = Rs(m) — signal correlation matrix
with dimensions (N + 1) - (N + 1). It looks like:

Rs(0) Ry(1) Ry(2) ... Rs(N)
RS(O) RS(O) Rs(z) RS(N - 1)

Rs(m) = (11)

where R,(m) = s(x)-s(x—m) - random process

correlation function {s(x)}. Taking into account the new

notation, (10) takes the form:
Jw)=0c?=2-kT-w+wT-R,(m)-w. (12

One of the most common adaptation algorithms is the
least mean squares method. In this case, the vector of filter
coefficients w(x) must be updated recursively:

wlx +1) =w(x)—0,5 u-gradJ(w{x})] = w{x} +

pk—pe Rg(m) - wix} (13)

where  grad[J(w{x})]=2-k—-2-R,(m) -w{x} -
gradient vector; u — gradient step.

The algorithm converges if 0<u < (2-A;1,),
where 1,,,, — the maximum eigenvalue of the correlation
matrix R,(x). In practice, to calculate the gradient, it is
enough to know the estimates of the values R;(x) and the
vector k. The simplest such estimates will be the
instantaneous values of the correlation matrix and the
cross-correlation vector:

Rs(x) = u(x) - u” (x), k(x) = d(x) - u(x). (14)

The using such estimates, expression (13) takes the
form:

whx+1D) =wk)+pu-dx)-ulx)—p-ukx) - -ul(x)-
w(x) = wx) + p-ulx)  ul)[dx) —u’(x) - wgg’%

The expression in brackets, according to (10), is the
difference between the reference signal and the output
signal of the filter at step x, which is the filter error e(x).
Then expression (15) takes the form:

wkx+1D) =wk)+u-ulkx) - -elx). (16)

The algorithm based on expression (16) is called LMS
(Least Mean Square, least squares method). LMS
convergence analysis shows that the upper step limit in this
case is smaller than when using true gradient values.

tmax =2 Q)™ =2-[(N+1)- 0], (17)
where 2, — eigenvalues of the correlation matrix Ry(m),
and a2 — the mean square of the filter input.

The main advantage of the LMS algorithm is its
extreme computational simplicity - to adjust the filter
coefficients, (N + 1) pairs of multiplication and addition
operations are performed at each step.

Based on the analysis carried out, it can be concluded
that in order to solve the problem of developing
mathematical modeling methods for automating the
process of analyzing the technical condition of an object of
self-propelled sprayers from ambient noise, the adaptive
filtering method is suitable, since, unlike conventional
filters, cleaning by removing certain frequencies
corresponding to noise component of the signal, the
adaptive filter adapts to changing noise characteristics,
which makes it possible to achieve effective signal filtering
under conditions of randomly changing noise components.
This method should be used to filter the acoustic signal
from ambient noise in mathematical modeling to automate
the process of analyzing the technical condition of an
object of self-propelled sprayers.

Conclusions

1. The most promising systems for analyzing the
technical object of self-propelled sprayers are in-place
diagnostic systems by removing sound or vibration
information. There is a need to develop mathematical
modeling methods to automate the process of analyzing the
technical condition of an object of self-propelled sprayers
in order to increase its efficiency.

2. The study of modeling methods has shown that the
most promising approach in solving the problem of
determining the technical condition of an object is a
probabilistic one. This method is universal, but requires
much more preliminary information than the deterministic
approach. Nevertheless, the results obtained within the
framework of the probabilistic approach are more accurate,
which is the key point in creating a system for determining
the state of a technical object.

3. Analysis of existing software and hardware systems
showed that with a wide range of mathematical tools for
analyzing signals, the results of diagnosing technical
systems of self-propelled sprayers, these complexes allow
monitoring the current state, but do not solve the issues of
automatically determining the state of a technical object,
and therefore there is a need creation of a software package
for automatic determination of the state of the technical
object of self-propelled sprayers.
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AIIITAPATHBIE KOMIIJIEKCBI TEXHUYECKOI'O
KOHTPOJIAA TAPAMETPOB TEXHUYECKOI'O
COCTOSHUA CAMOXOHBIX

OITPBICKMBATEJIEN
U. C. Jliobuenko
AHHOTaN M. OCHOBHBIM MoKa3aTejeM,
I/ICHOJ’II)?;yeMI)IM IS HUCCIICOJOBAHUA HaJAC)KHOCTH,
SBIITIOTCSL ~ amllapaTHbIe  KOMIDIEKCHI — TEXHHUYECKOTO
KOHTPOJSI ~ [apaMeTpOB  TEXHHYECKOTO  COCTOSIHHS
CaMOXOJIHBIX OTIPBICKUBATENEH, b1 (O KOTOPBIM
MOHUMAETCS BEPOSATHOCTH TOTO, YTO CaMOXOJHBIN
OTIPBICKUBATEIh OKaXKeTCs B paboTociocoOGHOM

COCTOSIHUM B IPOU3BOJIBHBIE MOMEHT BpPEMEHH, KpOMe
3aIUTAHUPOBAHHBIX TEPHOJOB, B TEYEHHE KOTOPBIX
NPUMEHEHHE  CaMOXOAHBIX  ONIPBICKMBaTeNed 1O
Ha3HAUEHUIO HE  IpeayCcMaTpHBAETCS. BriBon
AHATUTHYECKOTO BBIpQXKEHUS  JUIA ammapaTHBIX
KOMIUIEKCOB ~ TE€XHHYECKOTO  KOHTPOJISI  IapamMeTpoB
TEXHUYECKOTO COCTOSIHUSI CAMOXOJIHBIX OTPBICKHUBATEIECH
— JIOBOJIBHO TPyJ0€MKas onepanus. TpyaoeMKOCTb pacTeT
C yCIOXXHEHHEM rpada, TO eCTb IPH CTPEMIICHUH y4YECTh
OoJIbIIe TEXHUYECKUX COCTOSIHHM, ()aKTOPOB, BIHUSIONIIMX
Ha TIPOIECC TEXHUYECKOTO KOHTPOJIS CaMOXOJHBIX
ornpeIckuBaTeneld. B 3Toii CBs3M pelieHue 3a/aud Takoro
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IUlaHa ~ [enecoo0pasHo  MPOBOJUTH € ITOMOIIBIO
UMUTAOUOHHOM Mogenn. C IOMOIIBI0 HMHCTPYMEHTa
MonenupoBanus Stateflow mporpammuoro makera MatLab
pa3paboTaHa MOZENb, IIO3BOJIAIONIAS MOZIEIUPOBATH
JMCKPETHO-COOBITHIHBIC MOJETH. MOZenb CaMOXOIHBIX

ompeickuBaTeneit  cpemm  Stateflow  ama omeHkH
KO3 uIreHTa TOTOBHOCTH npu MIPOBEICHUH
TEXHUYECKOTO KOHTPOJIS HaxI poTrpaMMaMHu.
Pesyneraramu MMUTALMOHHOTO MO/JICJTUPOBAHHS
SBIIAIOTCS 3HAYEHUS arnmapaTHbBIX KOMIIJIEKCOB
TEXHUYECKOTO KOHTPOJS TapaMeTpOB TEXHUYECKOTO
COCTOSIHUS CaMOXO/IHBIX OMPBICKUBATEINCH npu

Pa3IMYHBIX MPOrpaMMax TEXHHYECKOTO KOHTPOJA, YTO
MO3BOJIICT CAENATH BBIBOJ O BIWSHUM IPOTPaMMBbI
TEXHUYECKOT0 KOHTPOJIS Ha CAMOXOAHbIEC ONPBICKMBATENN
Ha 3HadeHWe Kod(pQHUIHEHTa TOTOBHOCTH. Bmoixe
00OCHOBAHHEI B CIydYasx, KOTJa TEXHHYSCKUH KOHTPOIb
OTIMYAeTCs TOJNBKO MECTOM HM3MEpPEHHs IapaMerpa
TEXHHYECKOTO COCTOSIHUSI, @& CPEACTBA HM3MEPEHHs IpH

9TOM  OAMHAKOBBl.  ABTOPOM  YCTaHOBJIEHO,  YTO
anmnapaTHble  KOMIUIEKCHl ~ TEXHHUYECKOIO  KOHTPOJISL
[apaMeTpoB TEXHUYECKOIO COCTOSHUS CAMOXOJHBIX

ONPBICKUBATENEH YyBCTBUTENIBHBI K OTMOKE BTOPOTO pojia
B JaHHOM cnyvae. [lyTu panpHeHmMX wHcciaeaoBaHUN
BCTPEYAIOTCA B  HUCCIENOBAaHUM JPYrUX IOporpaMm
TEXHUYECKOI'0 KOHTPOJISl CAMOXOAHBIX ONPBICKUBATENEH, B
KOTOPBIX KOA()(QUIIMEHT TOTOBHOCTH YYBCTBUTCICH K
BEPOSATHOCTH OIIHOOK IIEPBOTO POJA.

KaroueBple cjoBa: HMUTAIlMOHHAsS  MOJIEIb,
rnapaMeTp, CaMOXOJHBIM OINpBICKUBATENb, TEXHUYECKUH
KOHTPOJIb, TEXHUYECKOE COCTOSIHHE.

ATTAPATHI KOMITJIEKCU TEXHIYHOT'O
KOHTPOJIIO ITAPAMETPIB TEXHIYHOI'O CTAHY
CAMOXIZAHNX OBITPUCKYBAUIB
1 C. Jl6uenxo

AHoTauis. OCHOBHUM IMOKa3HUKOM, 110
BHKOPUCTOBYETBCS TSI TOCHIDKCHHS HANIHHOCTI €
armapaTHi KOMIUICKCH TEXHIYHOTO KOHTPOJIO TapaMeTpiB
TEXHIYHOTO CTaHy CAMOXITHHX OOIPHCKYBAaiB, MiJ SKUM
PO3YMIETBCSA  WMOBIPHICTH  TOTO, IO  CaMOXIiIHUIA
OoONpHUCKYBaY ONMHHUTBCS Yy Tpane3faTHOMy CTaHi y
JIOBUILHUI MOMEHT 4acy, KpiM 3aIIJaHOBaHUX IEpioJiB,
MPOTSTOM SIKMX 3aCTOCYBaHHS CAMOXIZHUX OOIPHCKYBayiB
3a TpU3HAYCHHSIM He TependadaeTscs. BueneHHs
aHATITUYHOTO BUpa3zy /Ui amnapaTHUX KOMIUIEKCIB
TEXHIYHOTO KOHTPOJIIO IapaMeTpiB TEXHIYHOTO CTaHy
CaMOXiIHUX OONpPHCKYBayiB — JOCHTh TPYJOMiCTKa
omeparist. TpynomicTkicTh 3pocTae 3 YCKIaJHEHHAM
rpadga, TOOTO TpHM TparHeHHi BpaxyBaTH Oiiblue
TEXHIYHUX CTaHiB, YMHHUKIB, SKi BIUIMBAIOTH IPOIEC
TEXHIYHOTO KOHTPOJIO CAMOXiIHMX OOMpHUCKyBadiB. Y
3B’S13KY 3 MM PO3B’SA3aHHS 3a/1a4i TAKOTO IUTaHy JOIJIEHO
MPOBOJUTH 3a JIOTIOMOTOIO iMiTamiiiHoi Mopenmi. 3a
JOTIOMOTOI0  IHCTPYMEHTY MopemroBaHHA  Stateflow
nporpamMHoro makery MatLab po3po0OieHo mojenb, sika
JIO3BOJIIE  MOJICTIOBATH  JUCKPETHO-TIOAIMHI ~ MOJEN.
Mopgenb camoxigHuX obnpuckyBadis cepen Stateflow s
OIIIHIOBAaHHS KOe(illieHTa TOTOBHOCTI ITiJI 4aC IPOBEICHHS
TEXHIYHOTO KOHTPONIO 3a IporpaMamu. Pesynpraramn
IMITaiIHHOTO MOJICNMIOBAHHS € 3HAYCHHS anapaTHUX
KOMIUIEKCIB ~ TEXHIYHOTO  KOHTPOJIIO  HapaMeTpiB

TEXHIYHOTO CTaHy CAaMOX1THUX OONPUCKYBAYiB MPH Pi3HUX
MporpaMax TeXHIYHOTO KOHTPOJIA, IO JO3BOJISIE 3pOOUTH
BUCHOBKH IIPO BIUIMB HPOrPaMH TEXHIYHOTO KOHTPOJIIO
CaMOXiTHUX OONPHUCKYBAa4YiB Ha 3HAYECHHS KoedimieHTa
rotoBHOCTI. Llimkom OOIpyHTOBaHO y BHIIAJKaX, KOJH
TeXHIYHUA KOHTPONb BIIPI3HAETHCS JIMIIE MiCIEM
BUMIPIOBaHHS TapaMeTpy TEXHIYHOTO CTaHy, a 3aco0u
BUMIpDIOBaHHS TP  LOMY  OJHAKOBi. ABTOPKOIO
BCTaHOBJICHO, 110 amapaTHi KOMIUIEKCH TEXHIYHOTO
KOHTPOJIIO TapaMeTpiB TEXHIYHOIO CTaHy CaMOXIiJHHX
oONpHCKyBayiB YyTJIMBI O MOMHIKH JAPYroro poay B
JaHoMy Bumanky. Llnsxu momampiux — JOCHiIKEHb
3yCTpi4alOTBCS Y  JAOCHIDKEHHI  IHIOIMX  Tporpam
TEXHIYHOTO KOHTPOJIIO CAaMOXIJIHUX OOIPHUCKYBaYiB, y
SKUX KOe(iIli€EHT TOTOBHOCTI WYTIMBHHA O HMOBiIpHOCTI
MOMMJIOK HIEPILIOTO POLY.

KuarouoBi cjoBa: imiTtamiifiHa Mozenb, TMapamMmerp,
caMOXimHWi  oOmpHCKyBad, TEXHIYHHA  KOHTPOJb,
TEXHIYHHUN CTaH.
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