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Abstract. The main indicator used to study the
reliability are hidden Markov models of technical control
of the technical condition of self-propelled sprayers, which
means the probability that the self-propelled sprayer will
be operational at any time, except for planned periods
during which the use of self-propelled sprayers is expected.
Derivation of the analytical expression for hidden Markov
models of technical control of the parameters of the
technical condition of self-propelled sprayers - a rather
time-consuming operation. The complexity increases with
the complication of the graph, ie in an effort to take into
account more technical conditions, factors that affect the
process of technical control of self-propelled sprayers.
Therefore, it is advisable to solve the problem of such a
plan using a simulation model. Using the Stateflow
modeling tool of the Matlab software package, a model has
been developed that allows modeling discrete-event
models. Model of self-propelled sprayers among Stateflow
for estimating the coefficient of readiness during technical
control of programs. The results of simulation are the
values of hidden Markov models of technical control of the
parameters of the technical condition of self-propelled
sprayers in various technical control programs, which
allows us to draw conclusions about the impact of technical
control of self-propelled sprayers on the readiness
factor.The probabilities of errors varied from 0 to 1, which
is quite justified in cases where the technical control differs
only in the place of measurement of the parameter of
technical condition, and the means of measurement are the
same. The author found that the readiness factor is sensitive
to errors of the second kind in this case. Ways of further
research are found in the study of other programs of
technical control of self-propelled sprayers, in which the
readiness factor is sensitive to the probability of errors of
the first kind.

Key words: simulation model, coefficient of
readiness, self - propelled sprayer, technical control.

Introduction
The analysis of periodic signals of complex shape is

often carried out by decomposing it into harmonics in a
Fourier series.

After analog-to-digital conversion, a continuous
signal is represented by a set of its instantaneous values-
samples. In practice, the Fast Fourier Transform is more
common.

Formulation of problem

The essence of this transformation lies in the recurrent
application of the fundamental expression of the discrete
Fourier transform to the analyzed signal. There are
different algorithms for the fast Fourier transform, which
differ in the ways of dividing the samples into subgroups
and the requirements for the number of samples to be
processed. The Fourier transform transforms the original
signal from the amplitude-time space into the frequency-
time, and in the time domain - a linear signal prediction that
describes the acoustic signal using an autoregressive
model. The principle of the linear prediction method is
described in the literature.

Analysis of recent research results

Suppose that there is a sequence of signal vectors
S(n) and a filter of order M, with an impulse response
A(z), whose time samples will be denoted by
a;, i =1,...,M. The results of filtering the signal S(n) by
the filter A(z) can be written:

e(n) = Zl'w_oaiS(n -1)

=S + ZioaiS(n D =S5Sm

—S(n)

In this case, the values of S(n) must be considered as
an estimate of the value of S (n), built on the basis of the
values of previous readings, and the value of e(n) — as the
value of the prediction error.

The next step is to solve the problem of optimizing the
values of the coefficients in such a way that the error value
e(n) would be minimal. As an optimality criterion, the sum
of the squares of the error values on the studied interval is
used. In this case, the values of the optimized quantity are
found as follows:
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where n, and n; — boundaries of the analysis interval. If
you enter the notation:

Cij = Z:L:n Sm—DS(n—j)

then the expression for the root-mean-square error can be

written as:
M M
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Differentiating this expression with respect to a;
allows us to obtain a system of linear differential equations,
the solution of which will be the optimal value of the filter
coefficients.

Another way to analyze signals is to study the
spectrum. Traditionally, to use this method, the Fourier
transform of the signal is used. This analysis is based on
the calculation of a certain number of coefficients of the
Fourier series of the periodic function f(t):

() = an_mcke““

This function is obtained from the original signal by
smoothing, averaging in a certain way selected segments.
The nature of the change in the coefficients gives valuable
information about the properties of the signal, allows you
to identify hidden periods. To calculate the coefficients,
there is a fast algorithm that requires NlogN operations,
where N — the signal length.

An important property of the Fourier coefficients is
that each of them reflects the behavior of f(t) as a whole.
The Fourier spectrum shows the global properties of
signals, but it is difficult to extract information about local
features from them — sharp jumps, narrow peaks, etc.

The reason for this lies in the structure of the e™* basis
functions. These functions are stretched over the entire
interval of change of the analyzed function, then the

coefficients have the form:
21
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Fourier analysis provides good results when
considering stationary signals, but when considering non-
periodic signals, non-stationary processes, difficulties
arise. The generalized spectral characteristic of the process
as a whole makes it possible to determine the moments of
occurrence of local changes in the signal, the appearance
or disappearance of individual harmonics, but Fourier
analysis does not make it possible to determine the local
time-frequency bursts of the signal, i.e. simultaneously
represent the signal in both time and frequency. Wavelet
analysis solves this problem.

For both the Fourier transform and the construction of
the basis of the wavelet transform, one function is used,
called the mother wavelet. Thus, we can conclude that,
unlike the traditional Fourier transform used for signal
analysis, the wavelet signal transform provides a two-
dimensional sweep of the signal under study. In this case,

the frequency and coordinate are considered as
independent variables. As a result, it becomes possible to
analyze the properties of the signal simultaneously in the
physical (time coordinate) and frequency spaces. The
wavelet transform has the property of linearity, the essence
of which is that the wavelet transform of a vector function
is a vector with wavelet transform components of each
component of the analyzed vector separately. The result of
wavelet analysis is shift invariant, i.e. a signal shift in time
by t, leads to a wavelet spectrum shift also by t,.
Invariance with respect to scaling means that stretching
(compression) of the signal leads to stretching
(compression) of the wavelet spectrum of the signal.

It follows from this that it makes no difference
whether to differentiate the function or the analyzing
wavelet. If the analyzing wavelet is given by a formula,
then it can be very useful for signal analysis. It is possible
to analyze high-order features or small-scale variations of
the signal s(t) while ignoring large-scale polynomial
components (trend and regional background) by
differentiating the required number of times either the
wavelet or the signal itself. This property is especially
useful when the signal is given as a discrete series.

Purpose of research

Purpose of research is a viscount description of the
analytical position of the estimation of hidden Markov
models of technical control of the parameters of the
technical condition of self-propelled sprayers.

Research results

In the general case, wavelets include localized
functions that are constructed from a single parent wavelet
¢ (t) by shifting in time b and changing the time scale a:

t—>b
Par(® = (a2 (=) (@ b) € R p(0) € 2R
where the factor (Ja|)~%/2 ensures that the norm of the
functions is independent of the scaling number a.

The continuous wavelet transform of the signal
s(t) € L2(R), which is used for qualitative time-frequency
analysis, corresponds in meaning to the Fourier transform

with the replacement of the harmonic basis e~ by the
wavelet one ¢ (%)

W(@,b) = (), 0 () )
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For quantitative methods of analysis (decomposition
of signals with the possibility of subsequent linear
reconstruction of signals from processed wavelet spectra),
strictly from mathematical positions, any localized
functions ¢(t) € L2(R), can be used as wavelet bases, if
there are functions for them twins (pair functions) ¢*(t),
such that the families {¢, (t)} u {p{, (£)} can form paired
bases of the function space L?(R). Wavelets defined in this
way allow us to represent any arbitrary function in the
space L?(R) as a series:
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where the coefficients C(a, b) — are the projections of the
signal onto the wavelet basis of the space, which are
determined by the scalar product:

C(a,b) = (s(), 9 (D)) = f ()P (O)dt

If the wavelet ¢ (t) has the property of orthogonality,
then ¢*(t) = ¢(t) and the wavelet basis is orthogonal. a
wavelet can be non-orthogonal, but if it has a twin, and the
pair @(t), @*(t) makes it possible to form families
{om(®)} u @, (t), satisfying the biorthogonality
condition on integers I:

(‘pmk(t)' (p;#p(t)) = amz ’ 5kpvmv k' Z,p el
then it is possible to decompose the signals into wavelet
series with the construction of an inverse reconstruction
formula. Most of the restrictions imposed on wavelets are
related to the accuracy of the inverse wavelet transform.

The results of the wavelet transform, as the scalar
product of the wavelet and the signal function, contain
combined information about the analyzed signal and the
wavelet itself. Obtaining certain objective information
about the analyzed signal is based on the properties of the
wavelet transform, common to wavelets of all types.

The disadvantage of wavelet analysis is the need to
select basis functions for a specific signal under study,
which will better reflect its properties. For in-depth study
of a specific signal, this device is indispensable, but to
create a universal method for processing audio signals for
mathematical modeling of the state of various technical
objects, it is more expedient to use Fourier analysis.

The task of recognizing acoustic signals is to select
the optimal probability distribution law that best suits the
sound being processed. Based on the analysis of articles by
leading world scientists, we can conclude that at the
moment the most promising systems for recognizing
acoustic signals based on several basic approaches (Fig. 1):
neural networks, hidden Markov models, dynamic
programming.

The goal of dynamic programming is to find the
optimal non-linear matching of two segments of sound. In
this regard, algorithms based on the works of R. Bellman
have found wide application. This method compares a
sound fragment with a pre-recorded sound standard. For
this purpose, it is necessary to compare the segments
corresponding to the same acoustic signals by means of
deformation of the time axis, measure the remaining
difference, and sum up these partial distances taken with
certain weight coefficients. The key disadvantage of the
dynamic programming approach is its binding to a specific
technical object from which the audio signal is recorded.
To determine the state of a similar technical object, it is
necessary to first add sound standards to the system, which
greatly increases the complexity of creating systems for
determining the state of a technical object based on the
analysis of an acoustic signal.

The use of neural networks for recognition of acoustic
signals is a promising area of artificial intelligence. With a
correctly specified structure, a neural network trained on a
training set of acoustic signal data produces the correct
recognition results when given to the input data belonging
to the same set, but not used in the learning process. In

practice, neural networks are used that include one or more
hidden layers of neurons. The complexity of the network is
determined based on the number of neurons in the hidden
layers, since the number of neurons in the input and output
layers is clearly fixed.
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Fig. 1. Basic approaches to the recognition of acoustic
signals.

The inputs of neural networks are vectors of signs of
acoustic signals, and the outputs of the network are
associated with sound standards, while the number of
outputs is related to the number of recognizable sound
signals. Neural networks are able to learn on acoustic
signals from several identical sources, as a result, it is
possible to develop a system that is independent of the
sound source. Since when recognizing the sound signals of
technical objects, the duration of the sound, and,
accordingly, the number of feature vectors, is not known in
advance, the task of training the neural network becomes
much more complicated. Sometimes neural networks are
used in combination with hidden Markov models. Despite
their high potential, neural networks have not yet been
widely used in the field of signal recognition, since their
training is a complex process and requires a lot of
computing power.

The use of hidden Markov models is currently the
most promising and widely used approach in the
recognition of acoustic signals. There are ergodic hidden
markov models or models in which each state of the model
can be obtained from any other state in a finite number of
steps, autoregressive hidden markov models, hidden
markov models with continuous observation density,
hidden markov models with zero transitions and coupled
states, hidden markov models with an explicitly specified
state duration density function. The most suitable model
architecture for determining the operational condition of
tires is the left-right or Backis model. This model is with a
finite number of states. Each state S, changes once at each
time t. Observations O, determines from the calculation of
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the probability distribution density of the occurrence of
observation symbols in state j, B = b;j(0,). Moreover,
transitions from state i to state j are also probabilistic and
are determined by the discrete probability of transitions
between states by the matrix of transition probabilities)
A= |al]|

apq Qa2

Fig. 2. Left-right hidden Markov model.

On Fig. 2 shows an example of a hidden Markov
process in which the four model states pass from left to
right X = 1,1, 2, 2,3, 3,4 in the order corresponding to the
sequence of observations from 0, to O,.

To simulate signals whose properties change over
time, a left-right hidden Markov model is used, since
transitions to states whose index is less than the index of
the current state are not allowed, the main property of all
left-right hidden Markov models is expressed through the
values of transition probabilities:

al-]- = 0,] <i

Since the sequence of states must start at state 1 (and
end at state N), the initial distribution of states has the
properties:

_(0,i#1
= {1,1' =1

In order to avoid serious jumps in the state indices
when using left-right models, additional restrictions are
imposed on the transition probabilities. Such as type
constraints:

a;=0j>i+A

In particular, for the model shown in Fig. 2, the value
of Ais 2, that is, transitions through more than one state are
not allowed.

The matrix of transition probabilities of the hidden
part of the model (Fig. 2) has the form:
ay1 043 A13 0
0ay; azs Az
00as3 as,

000 ay,

From this it is obvious that the transition probabilities
for the last state of the left-right model are defined as
follows:

A=

ayy =1,ay; =0,i <N
Since any parameters of the hidden Markov model,
initially equal to zero, will retain their zero values even
when using the procedure for reestimating model
parameters, then imposing restrictions corresponding to the

left-right hidden Markov model or models with limited
transitions, in fact, does not affect this model in any way.
procedure.

There are three main problems associated with the use
of a hidden Markov model.

The first problem is reduced to estimating the
probability P(0/1) of the occurrence of a sequence of
observations 0 = 0,,0,, ..., 0, (in this case, vectors of
audio signal features) for A = (4,B,m). The forward-
reverse algorithm is used to estimate the likelihood.

The second task is signal recognition. Let a sequence
of observations 0 = 04, 0,, ..., O, and a hidden Markov
model — A be given. How to choose a sequence of states
Q = q195 .. q¢, Which will be optimal in some significant
sense (for example, best fits the existing sequence of
observations). The Viterbi algorithm is used to solve this
problem.

The third task is training a hidden Markov model.
How should the model parameters A = (A4,B,m) be
adjusted in order to maximize P(0/A). This problem is
solved using iterative learning algorithms using the Baum—
Welch method, the EM method, or using gradient methods.

Other methods include Support Vector Machines,
wavelet analysis, but these algorithms have not found
widespread use in acoustic signal recognition systems.

For our purposes, the most promising approach is to
build a mathematical model based on a hidden Markov
model due to the fact that this class of stochastic models
showed the best results in recognizing complex acoustic
signals, including continuous speech. In addition to the
possibility of sound recognition, the hidden Markov model
makes it possible to improve the quality of a signal polluted
by noise and distortion, and to synthesize a signal. In
addition, this approach shows the highest recognition
accuracy.

Conclusions

1. The key point in creating a system for determining
the technical condition of an object by sound is the
qualitative cleaning of the acoustic signal from noise and
the subsequent analysis of the spectral characteristics. The
most promising approach for cleaning signals is adaptive
filtering, since adaptive filters allow you to work with a
signal in which noise characteristics are constantly
changing and cannot be predicted. The adaptive filter is
adjustable and automatically adjusts to the noise impulse
response to minimize filtering errors. In the subsequent
analysis, two approaches, wavelet analysis and spectral
analysis, can be used. Wavelet analysis is suitable for an
in-depth study of the spectral characteristics of a signal, but
to create a universal method for processing audio signals to
simulate the state of various technical objects, it is more
appropriate to use Fourier analysis.

2. The most promising artificial intelligence methods
for automatic recognition of acoustic signals are neural
networks, hidden Markov models and dynamic
programming methods. When building a system for
determining the state of a technical object by sound, it is
advisable to use an approach based on hidden Markov
models, since this method improves the quality of a signal
contaminated with noise and distortion, and also shows the
highest recognition accuracy.
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SIBISIFOTCSL  CKPBITBIE MAapKOBCKHE OINPBICKMBATEIH, IOJ
KOTOPBIM  IIOHHMAETCSI  BEPOSTHOCTH  TOTO,  9TO
CaMOXOJHBIH OTIPBICKUBATETb OKaXKETCsI B
paboTOCTIOCOOHOM COCTOSTHHH B TPOW3BOJBHBI MOMEHT
BpPEMEHH, KPOME 3aIUIaHNPOBAHHBIX NIEPHOAOB, B TEUCHHE
KOTOPBIX MPUMEHEHHE CAMOXOAHBIX ONPBICKUBATEIECH IO
Ha3HA4YEeHUIO He TpenonaraeTcs. BeIBo aHATUTHYECKOTO
BBID@KEHUSI IS CKPBITBIX ~ MapKOBCKMX  Mojesel
TEXHHYECKOTO KOHTPOJII MapaMeTpOB TEXHHYECKOTO
COCTOSTHHSI CaMOXOJIHBIX OIPBICKUBATENICHl — JOBOJBHO
TpyloeMKass — omepanus. TpyloeMKOCTb pacTeT ¢
yCJOoXXHEHHeM rpada, TO eCThb IPU CTPEMIICHHH Y4YecTh
0O0JbIIe TEXHUIECKUX COCTOSHHN, (PaKTOPOB, BIHSIOLINX
Ha TPOIECC TEXHHYECKOTO KOHTPOIA CaMOXOJHBIX
ONpbICKMBaTENEH. B 3TOM CBA3M pelieHue 3ajauu Takoro
IUIAHA  LeJIECOO0pa3sHO  NPOBOAWUTH C  MOMOIIBIO
UMHATanHOHHONH Mozenn. C IOMOINBI0 HHCTPYMEHTA
MonenupoBanus Stateflow mporpammuoro makera Matlab

paspaboTraHa Mojenb, MO3BOJISIONIASE MOJIEIHPOBATh
JUCKPETHO-COOBITHIHBIE MOJend. MoJellb caMOXOTHBIX
ompeickuBateneit  cpeau  Stateflow  ams oneHkH
ko3 punnenrta TOTOBHOCTHU npu NpOBEICHIH
TEXHUYECKOIO KOHTPOJIA HaJ [IPOrpaMMaMHU.
PesynpTaTramu MMUTALMOHHOTO MOJETUPOBAHUS
SIBIISIFOTCSL  3HAYEHMsI CKPBITBIX MApKOBCKUX MOJeENen
TEXHUYECKOIO KOHTPOJS MapaMeTpOB TEXHUYECKOIO
COCTOSIHUS CaMOXOJIHBIX ONpPBICKUBATENEH npu

Pa3IHYHBIX TPOTpaMMaxX TEXHUYECKOTO KOHTPOIS, HTO
MO3BOJIICT CIENaTh BBIBOABI O BIHSHAU IPOTPAMMEI
TEXHHYECKOTO KOHTPOJISI CaMOXOJHBIX OIpPBICKHBATEIeH
Ha 3HAYCHHE Kod(duIMeHTa roToBHOCTH.BeposTHOCTH
OIIHUOOK MPH 3TOM BaphUPOBAIUCH B mpeaenax oT 0 mo 1,
YTO BIIOJHE OOOCHOBAHO B CIIydasX, KOTJa TEXHUYECKHN
KOHTPOJIb ~ OTJHMYAeTCs TOJILKO MECTOM H3MEpEeHHUs
rnapaMerpa TEXHHYECKOro COCTOSHHS, a CpeicTBa
M3MEPEHUs] OIMHAKOBBL. ABTOPOM YCTaHOBIICHO, YTO
KOX((QUIUEHT TOTOBHOCTH UYBCTBHTEIECH K ONIMOKE
BTOPOTO poJla B JaHHOM ciy4ae. [lyTw mampHEHImx
HCCIICIOBAHUHA BCTPEYAIOTCS B HCCICIOBAHUH JPYTUX
MporpaMM  TEXHHYECKOTO  KOHTPOJS  CaMOXOJIHBIX
OTIPBICKUBATENEH, B KOTOPBIX KOY()(UIIMEHT TOTOBHOCTH
YYBCTBUTEJICH K BEPOSITHOCTH OLIMOOK IIEPBOT0 POAa.

KaloueBble cjoBa:  HMMHTAllMOHHAs  MOJIElb,
K03(h(PUIIMEHT TOTOBHOCTH, CAMOXO/IHBIH OIPBICKUBATEIIb,
TEXHUYECKHUI KOHTPOJIb.

CKPUTI MAPKIBCBKI MOJIEJII TEXHIYHOI'O
KOHTPOJIIO ITAPAMETPIB TEXHIYHOT'O CTAHY
CAMOXIAHUX OBITPUCKYBAYIB
1 C. Jlnb6uenxo

AHoTAamis. OCHOBHHUM MMOKa3HUKOM, 110
BUKOPUCTOBYETBCS TSI JIOCHI/DKEHHS HaOIHHOCTI €
CKPBITBIE MapKOBCKHE MOJAETH TEXHHUYECKOTO KOHTPOJIA
IapaMeTpoB TEXHUYECKOTO COCTOSHHUS ~CaMOXOIHBIX
OTIPBICKMBATENEH, I SKUM pO3YMIEThCS HMOBIPHICTH
TOTO, IO CAMOXiTHWH OOIpPHCKYyBad OMHHHUTECS Yy
Mpane3aTHOMY CTaHI y IOBUIBHHM MOMEHT Yacy, KpiMm
3aIUIaHOBaHUX MEpiOAiB, MPOTATOM SKHUX 3aCTOCYBaHHS
CaMOXiZIHUX OONpHCKYBa4iB 3a MpPU3HAYCHHSIM HE
nepet0a4acThbesl. BUBENEHHST aHANITUYHOTO BHpPA3y VIS
CKPBITBIX MAapKOBCKHUX MOJENel TEXHHYECKOr0 KOHTPOJIS
[apaMeTpoB TEXHUYECKOTO COCTOSHUS ~CaMOXOJHBIX

OTIPBICKUBATENIEH — JOCHUTh TPYAOMICTKA OTepallis.
TpyaoMicTKIiCTh 3pocTae 3 yCKIAQTHEHHsSIM rpada, ToOTO
IpH TIparHEHHI BpaxyBaTH Oiiplle TEXHIYHUX CTaHIB,
YUHHUKIB, SKi BIUTUBAIOTH MPOIEC TEXHIYHOTO KOHTPOIIO
CaMOXiTHUX OOTIpHUCKYBadiB. Y 3B 3Ky 3 I[IM PO3B’SI3aHHSA
3a7adi TaKOTo IUIaHy JOIIIFHO MPOBOJHTH 32 TOTIOMOTOI0

imiTaniiiHoi Moneni. 3a  JIOMOMOroI0  IHCTPYMEHTY
MmogemtoBanHs Stateflow mporpamHoro makery Matlab
pO3po0JeHO  MOJENb, SKa  JIO3BOJIIE  MOJIEINIOBATH
JMUCKPETHO-TIOMIMHI ~ Mojaeni. MoJens  caMOXiTHUX
obmpuckyBauiB cepen Stateflow s oriHroBaHHS

Koe(ilieHTa TOTOBHOCTI Mi/l Yac MPOBEICHHS TEXHIYHOTO
KOHTPOJIO 32 TporpaMamu. Pesympratamu imiTamiifHOTO
MOJICIIIOBaHHS € 3HAYCHHS CKPBITHIX MApKOBCKHX MOJeTIeil
TEeXHUYECKOrO0 KOHTPOJSL IapaMeTpoB TEXHHYECKOTO
COCTOSIHHSI CaMOXOJHBIX OIPBICKHBATENICH NPH PIZHUX
MpoTrpaMax TEXHIYHOTO KOHTPOJIIS, IO J03BOJIIE 3pOOUTH
BUCHOBKH IIPO BIUIMB HPOTPaMH TEXHIYHOTO KOHTPOJIIO
CaMOXiMHUX OOMNPHUCKYBAayiB Ha 3HAYCHHSI Koe(ilieHTa
TOTOBHOCTi.  IMOBIPHOCTI  NOMHJIOK TpH  IBOMY
BapiroBamucst B Mexax Bix 0 go 1, 1m0 mijgkoM
OOIPYHTOBaHO y BHIAIKax, KOJM TEXHIYHUH KOHTPOJIb
BIJIPI3HSAETHCS JIMIIEC MICIIEM BHMIPIOBAHHS MapaMeTpy
TEXHIYHOTO CTaHy, a 3acO0M BUMIPIOBAHHS IPH LBOMY
ONTHAKOBi. ABTOpPKOIO BCTAHOBICHO, IO Koe(illieHT
TOTOBHOCTI YYTJIHMBHH JO TIOMHJIKH JAPYrOro poxny B
JaHoMy Bumaaky. UInsgxu mopaiplinX — JIOCTIIKEHb
3yCTpiHalOTBCS Y  AOCHIIDKEHHI  IHIOIMX  TIporpam
TEXHIYHOTO KOHTPOIIO CaMOXIiTHHX OOIPUCKYBadiB, y
SKAX KOE(II[IEHT FOTOBHOCTI YYTJIMBHUH MO HMOBIpHOCTI
MOMHJIOK HEPILOTO POJY.

KarouoBi cioBa: imitauiiina Monenb, KoedilieHT
TOTOBHOCTI, CaMOXIIHUH  OONpPUCKYBad, TEXHIYHHUH
KOHTPOJTb.
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